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Abstract: The increasing use of Web services as well as the growing interest lent to Cloud computing technology and its capacity of calculation, storage and Cloud services, impose today that the traditional mechanisms of discovery and selection must be re-examined. This specificity of discovery over the Cloud led us to propose a new framework based on mobile agents dedicated to Web services discovery and selection. More accurately, we propose a new algorithm of comparison between the request of the client and the description of the Web services. Our system is composed of two regions of Cloud. The first deals with the discovery of web services based on Key words and the second supports the selection of the found web services based on WordNet lexical database. This discovery is performed by an algorithm based on the calculation of similarities between the request and the descriptions of the web services. The results show that our system: enhance the quality of our Cloud service (response time and Global cost), due to our virtualization policy, and benefit from the characteristics of the Open Cloud Computing Federation concepts, using Mobile agents to relate the different Cloud computing regions.
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1. INTRODUCTION

Among emergent technologies currently Cloud computing is really booming these years, and IT actors are convinced that this technology is essential for distributed computing and will change the way of conceiving and creating of web applications.

Web services discovery and selection is one of the most important applications on Internet. It aims to create a mechanism which makes it possible to choose and to access the web services that best corresponds to the clients requests.

Recently some researchers were interested in the development of approaches based on mobile agents for WS discovery. These approaches seem to be well adapted to shared resources on the Net, and appear to us as a good way for service discovery over the Cloud.

In this paper we will present a new framework for web services discovery and selection based on mobile agents in Cloud computing. This framework benefit from the characteristics of the: “Open Cloud Computing Federation Based on Mobile Agents” [1].

The reconciliation of these two technologies is justified by the fact that, on one hand, these technologies are independent of the platforms as well as systems with which they interact, which makes their combination more promising and easier, and on the other hand, the segment of the Cloud computing applications is the only segment which proved to be useful as a “business model”.

This paper is organized as follows: section 2 presents some related concepts with our system, section 3 describe certain related works to our system, section 4 explain the problematic and the objectives of our work, section 5 explain the general architecture of our system, section 6 present the algorithm of selection, section 7 present the different platforms used in the implementation of our system and the simulation results, section 8 is the conclusion and prospects of this work.

2. BACKGROUNDS

2.1 OCCF and MABOOCF [1]

Open Cloud Computing Federation (OCCF) is a concept proposed by several researchers [2], which consists to incorporate and to use several CCSPs (Cloud Computing Service Providers), to provide a uniform resource interface for the client; the OCCF is based on some notions that can be a good base, to solve the problems of portability and interoperability. The OCCF is advantageous compared to the other systems, in the following points: Unlimited Scalability, Availability of resources, and Democratization of the Cloud Computing market, Deploying application on multiple CCSPs, and Reduced the cost to the clients.

Mobile Agents based open Cloud computing Federation (MABOCCF), is a new mechanism that allows the realization of portability and interoperability, allowing an easy and inexpensive implementation of the OCCF.
The MABOCCF is composed of several Cloud computing regions - which can be a simple Cloud regions or CCSPs... etc. each region has its own resources, and it is composed of a set of real machines, which contain one or more virtual machines, each virtual machine must contain one or more locations of mobile agents, in addition each region must contain one or more Tasks managers, which represents the only access point to the Cloud computing region. The tasks manager is responsible of, disaster recovery, indexing resources, authentication, security, and fault tolerance. So MABOCCF allowed the combination between Cloud and Mobile Agents technologies, which made it possible to benefit from the advantages of these two last, to perform various tasks on the network such as: the composition of web services, security systems... Etc. and in our case it is the discovery and selection of web services.

The experiments results manifests that, the using of MABOCCF optimizes the access to the resources over Internet by 50.35% [1] compared with normal systems that don’t support the portability between different CCSPs.

2.2 Web Services Discovery and WSDL

One of the most important and used technology, to describe web services is WSDL language [3]. The Web Services Description language (WSDL) is an XML language that allows web services providers to give a dynamic description of their web services. In this work we are interested to <documentation> tag, which is used to give a textual description (human readable description) of different sections in the WSDL file; this tag is used by our matching algorithm to compare its contained to the client requests, we can also find many <documentation> tags in one WSDL file, to describe each section of this last. The goal of the discovery and selection is to make the connection (or the mapping) between the request (which can be very individual and very specific) and the description of the web services (which is more objective and more precise). These discrepancies make more difficult the discovery operation [4].

3. RELATED WORKS AND PROBLEMS

We have chosen some works on the discovery and selection of web services that have been published during the last years, which can illustrate the problems that we will address in our work.

In the paper [5] the authors proposed an architecture based on a set of situated and mobile agents; each situate agent has one of the following tasks: system management, request analyzing, update of the mobile agents, expeditions of the mobile agents, results analyzing. The mobile agents are dispatched to do a syntactic search of web services. The problem with this approach is that it misses, in the one hand, a powerful economic model binding to the discovery web services system, and on the other hand, the research based keywords (that the authors have mentioned in this work) does not take into account the disposition of the words in the description of the web services compared to the request and the repeated words in the request.

In [6] the authors proposed an approach based on WordNet for vector extracting (vector space model VSM), which allows, not only to add semantic information to this representation, but also reduces the size and space vectors. In addition the authors have presented a set of kernel-based methods to calculate kernel based similarity, these methods, very answered and very known in the field of the e-learning, are used to estimate the similarity between web services. This work suffers from three main problems. First, the VSM vector representation does not take into account sub strings. Second, the VSM vector representation does not take into consideration the arrangement off words in the request. Third, the application of the kernel-based methods requires, developer intervention, to determine some parameters, but nothing guarantees that this intervention will not negatively influence the results.

In [7] Aversa et al. proposed a grid architecture based on mobile agents associates with Web services technology in order to discover and access, in an optimal way, to mobile services and resources in the grid. The paradigm of Web services, SIP (Session Initiation Protocol) and UDDI technology used to implement a resource discovery service that allows users and mobile agents, to search and access to resources and applications distributed across heterogeneous terminals, by a dynamic configuration of the session of interactions and the functionalities of the service based on the characteristics of the terminal and the Quality of the interconnection. In [8] the authors proposed an architecture based mobile agents for the management of mobile services in Grid computing and described in detail the discovery service. The architecture is based on a hierarchical model of identical agents. Each agent is able to provide and request services in the grid and when it moves, certain processes of registration and deregistration are called, which makes the discovery faster and more effective. The problem with these tow last architectures is that the economic model of Grid computing suffers from the problems of instantaneity and availability of resources in the Grid, and especially from time of use, i.e. that a resource in the grid is not necessarily available when it is required but one must wait until it is free then one uses it for a determined time as a preliminary.

In [9] Wagener et al. proposed an approach Cloud computing based on “open standard Extensible Messaging and Presence Protocol (XMPP)” for bioinformatics, including the discovery, the asynchronous
invocation, and the definition of the types of data in the service. XMPP Cloud services are discoverable without the need for an external register, the asynchronous invocation eliminates the need for ad hoc solutions, and input/output defined in the services allows the generation of customers on the fly without needing an external semantic description. The problem with this work is the absence of one tool (a tool like mobile agents): autonomous, auto-adaptable, and intelligent, that can replace this protocol, because it is more adapted to the nature of web services that are distributed on the Internet, for the research of the Web services, represents a persistent problem.

![Figure 1: The general architecture](image)

In [10] Chen et al. proposed a model “Service Registry on Cloud (SRC)” which is an extension of the service model based on keywords, this application is deployed like a Cloud application. This model aims to discover and select the most appropriate service to functional and non-functional requirements expressed in the client's request. SRC stores the semantic descriptors of web services and dynamic state feedback of the QoS (Quality of service) of web services as GFS (Google file system) files in the Cloud, and uses the mechanism of MapReduce to process files. Moreover, the SRC instances stores the ontologies, to calculate the similarity of the inputs/outputs of two services, and QoS Ontology which is used to describe the features of each QoS attribute. This work suffers from two main problems. First, the construction and maintenance of ontology’s is very expensive, the lack of standards which make it possible to integrate and to reuse already existing ontology’s and the lack of ontological descriptions, especially for Web services, makes the exploitation of ontology's more difficult. Second, there is no indication for eventual relations between the different SRC instances that can publish the WSS, to maximize the benefit from the Cloud resources in each SRC instance, the mobile agents technology can be a good solution for making these relations.

4. PROBLEMATIC AND OBJECTIVES

The discovery operation is the first and the most important step to use any web service, because the discovered web services can be used directly by the client or in composition with other web services to accomplish complex tasks. So a good choice of web services, conduct to a good results for the client, or a good composition between different web services.

In this paper we propose a new service of web services discovery framework, that benefit from the capacity of treatment and storage of Cloud computing technology, and from the characteristics of a mobile agent system, this mean that we will propose:

1. A New Cloud computing architecture for discovery of web services, which benefit from the Cloud computing characteristics, this architecture must avoid the disadvantages of works seen in the precedent section.
2. A New mobile agent system, associated to our Cloud architecture, which profit from the characteristics of mobile agent technology.
3. A New matching algorithm for web services selection, which avoid the disadvantages of works seen in the precedent section (Key words based research, VSM representation, cosine representation and kernel-based methods), to get more precision with the web services returned to the client.

5. THE PROPOSED ARCHITECTURE

In this section we will present a new Web Services Discovery Architecture based Mobile Agents In Open Cloud Computing Federation (WSDABMAIOCCF), our Architecture benefit from the capacities, of portability and interoperability (consequently it benefit from the advantages of the OCCF) offers by the OCCF and the implementation facilities offers by MABOCCF.

The figure 1 shows the general architecture of our discovery system.

5.1 Web interface part

The client access to the region A of Cloud via a web interface that allows it to:

1. Create an account to use our discovery and selection system;
2. Login to his account (in case of existing account);
3. Introduce his request;
4. Show results and billing.

5.2 Cloud computing part

5.2.1 Region A (RA):

Under the models Software-as-a-Service (SaaS) and Storage-as-a-service (SAas), this region offers, in the one hand, the services of a software which allows creating and managing a mobile agents system (SaaS is integrate with the tasks manager of the region A), which has for essential goal, the keywords based discovery of web
services, by creating the researcher mobile agents which will deal with this task, moreover, this region deals with the creation of the Interface agents and the Transport agents in order to communicate with the clients and the region B of Cloud, and in the other hand, the storage of the request and its identifier.

Moreover, the datacenter(s) that contain the different Virtual machines of region A are always active, which guarantee the Instantaneity (instantiate access to resources) and the availability of the resources to the clients.

5.2.2 Region B (RB)
Under the same models of the region A, Software-as-a-Service (SaaS) and Storage-As-a-Service (SAaS), this region store the request and the web services descriptions found by researcher agents, then, its to the software offer as a service to select or reject the web services found by researcher mobile agents, the goal of the creation of this regions is to give more precision and to avoid the disadvantages of the syntactic research: when the selection of the web services is finish, the tasks manager of this region create a transport agent (using the SaaS, which is integrate in tasks manager of region B), to transport the selected web services to the region A.

Like the region A, the datacenter(s) that contain the different Virtual machines of regions B are always active, which guarantee the Instantaneity (instantiate access to resources) and the availability of the resources to the clients.

The reason to introduce two Cloud computing regions is to distribute calculates, as maximum as possible, in order to treat the requests of clients as soon as possible:

The system should not be seen as a system which treats the requests, one after another, our system is intended to be put on line, so that, it is accessible and usable by thousand of users in the same time, therefore, it is preferable to distribute calculates as maximum as possible. So the region A is responsible for receiving and processing requests, the researchers mobile agents (which are running on the servers hosting the WSDL indexes that describes the Web services), make a syntactic research based on key words, and the region B deals with the semantic selection of web services discovered by researcher mobile agents.

Moreover, each region contains a Tasks Manager:

5.2.3 The tasks manager of region A (TMA):
The tasks Manager of region A is responsible for the reception of the request, and the association of each request to an identifier (in the form of a code) that can identify each client (since clients can not be identified by their requests only). It extracts the key words from the request (nouns, verbs… etc) and create a set of researcher mobile agents to do the keywords based research of the web services. The tasks Manager of the region A is composed of three components:

1. Knowledge base (KB): which allows the Updating of researcher agents knowledge, it also contains a dictionary, which is used to provide the synonyms and the derivations forms of each word of the request, to the researchers agents, the KB contain also, two directories, the first directory contain the addresses of WSDL indexes that describe the web services, divided in a set of groups (each group contain a set of WSDL indexes that are in the same Internet region). The second directory, contain the addresses of other Cloud computing regions that provides the same services as the region A, which guarantee the massiv scalability to our system for this region (in the case of stop of the operations in the region A or needing more resources to accomplish the discovery operation, a transport agent is created to take the request of the client towards another region which offers the same services as the region A or more resources to this region).

2. Software-as-a-Service (SaaS): the SaaS is responsible of:
   - Updating of the KB (Updating of the dictionary and the directories).
   - Creation, updating and affecting the researcher mobile agents (the number of researcher mobile agents is equal to the number of the WSDL indexes groups in the directory).
   - Creation of the request identifier.
   - Auto-provisioning of resources: it represents one of the most important characteristics of Cloud computing, it means that the system is responsible for finding resources when the discovery system needs them.
   - Billing: our system flow the Cloud computing way to calculate the costs, it mean that the client pay only what he use (see the element: Payment Formulas below).
   - Updating of the software of the request treatment (software-as-a-services): the client doesn’t need to pay, each time, for updating the new versions of the software using in the discovery operation, it’s to the tasks manager to do this updating every appearance of new version.
   - Creation of virtual machine: The virtualization is the most important character that give to the Cloud computing his power and celebrity. Our Virtualization policy consist of maximizing the number of virtual machines and maximizing the decomposition of the global operation (the discovery operation) to elementary main tasks, then submitting each task to its VM
(by this way our system benefit largely from the virtualization characteristic of Cloud computing technology ). So, the task manager in region A is responsible of the creation of three Virtual machines that treats the three main tasks of this region, namely: Storage and key words extraction from the request, Creation of Interface and transport agents, Creation of Researcher agents.

- Disaster recovery.
- Security.
- … Etc.

3. Communication module (CM): the CM is responsible of the communication with the transport, interface and researcher mobile agents.

![Figure 2](image2.png)

**Figure 2** The tasks manager of the region A

5.2.4 Task manager of region B (TMB):

The tasks Manager of the region B has as function, the reception of the request, and the Web services descriptions found by the researcher agents. It transmits them to the software of selection, with the lemmas and derivation forms of each word of the request and descriptions of the discovered Web services. The tasks Manager of the region B is composed of three components:

1. Knowledge base (KB): it contain The WordNet dictionary (for using of the semantic synonyms, the derivation forms and the lemma, of each word in the request). the KB contain also, a directory, that contain the addresses of the other Cloud computing regions that provides the same services as the region B or more resources to this region).
2. Software-as-a-Service (SaaS): the SaaS is responsible of:
   - Creation of a transport agent which deals with the transport of the selected web services to the region A.
   - Updating the dictionary and the directory of the KB.
   - Creating a storage zone for storing each request and their corresponding discovered web services.
   - Auto-provisioning of resources
   - Billing: the client pay only what he use.
   - Updating of the software of selection.
3. Creation of virtual machine: The task manager is responsible of the creation of three Virtual machines that treats the three main tasks of this region, namely: Storage of web services descriptions, execution of the selection Algorithm, Creation of transport agents.
   - … Etc.

3. Communication module (CM): the CM is responsible of the communication with the transport agents.

![Figure 3](image3.png)

**Figure 3** The tasks manager of the region B

As conclusion to this part, we can say that our architecture, benefit largely from the cloud computing characteristics, namely: instantaneity, availability, scalability, …etc. but its not all; the virtualization, that our system benefit from, Reduced cost implementations of our system and offer the possibility, of accessing each Cloud resource by several users at the same time, we call this Cloud computing character: **Multitenancy** [11].

In the other hand, our cloud computing architecture...
avoids the disadvantages of the work in paper [10] because we relate the different Cloud regions using mobile agents, so we maximize the benefit from the resources of our system. Our architecture, present also a solution for Grid based discovery of web services by resolving problems mentioned in papers [7] and [8] especially for problems of instantaneity and availability of resources. Finally the economic model (which is absent in paper [5]) of our system allow client to pay only what he use.

5.3 Mobile agents part

5.3.1 Interface agent (Ia):
The interface agent is used to: transmit the client request to the region A, and display the billing and the selected web services to client via the web interface. This agent is composed of: (1) communication module with the client, (2) treatment module, (3) communication module with the tasks Manager of the regions A, and finally (4) data base to store the request and the billing.

5.3.2 Researcher agent (Ra):
The researcher agent is used to do the research based on keywords, this agent is composed of: (1) treatment module which is responsible of: the interrogation of WSDLs indexes, access to the discovered web services after the keywords search, and the creation of transport mobile agents to transport these web services and their descriptions to the region B, (2) inter-agents communication module , (3) communication module with the tasks Manager of the region A, (4) data base to store the request and its identifier ,and finally (5) a base for storing web services.

5.3.3 Transport Agent (Ta):
The transport agent can be used, on the one hand, to transport the client request and its identifier, from the region A to the region B, and on the other hand, has to transport the Web services discovered by the researcher mobile agents to the region B (with the identifier of the corresponding request), and then has to transport the Web services selected by the region B to region A (also with the identifier of the corresponding request). This type of agents are composed of (1) communication module with the Task Manager of the regions A and B, (2) treatment module, (3) inter-agents communication module, and finally (4) a base for storing web services.

As conclusion to this part we can say that our system has take advantage from the essential characteristics of mobile agents, namely: Autonomy, auto-adaptability and fault tolerance: In case of panes (fault tolerance) in region A, the mobile agents decide (autonomy and auto-adaptability) to keep the client's request until the fault is set (the case of interface agents). The same, in the case of panes of one of the two regions, A or B, the transport agents, or in some identical case the researcher mobile agents, can keep: the
client’s request, discovered web services or the selected Web services. (When we say "keep" it means that the agent decides what to do with the information that it had, since it is autonomous and can be adapted to different situations without returning to its owner to decide).

5.4 Payment Formulas
Because the client use our system temporarily; which mean that his request and the discovered web services are stored in the Cloud resources, only between the launching of the research and the displaying of results. We prefer to use the execution time in the place of quantity of used memory, to calculate the global cost.

The idea behind our payment system is that the client pays only for the time he occupies our system, so the client pays only what he uses in terms of time (the time is counted by seconds).

We follow the following formulas to calculate the global cost:

1. Cost of using CPU:
   \[ \text{Cost}_{\text{CPU}} = \text{Cost}_{\text{Datacentre}} \times \text{Execution Time} \]  
   \[ (1) \]
   \[ \text{Cost}_{\text{Datacentre}}: \text{cost of using one datacenter.} \]
   \[ \text{Execution Time}: \text{the time taking to treat the user request (from launching the discovery operation to displaying the results).} \]

2. Cost of using Ram:
   \[ \text{Cost}_{\text{Ram}} = \text{Cost}_{\text{PerMem}} \times \text{Execution Time} \times \text{NB VM} \]
   \[ (2) \]
   \[ \text{Cost}_{\text{PerMem}}: \text{cost of using the Ram in each virtual machine.} \]
   \[ \text{NB VM}: \text{Number of VM.} \]

3. Cost of using Bandwidth:
   \[ \text{Cost}_{\text{BW}} = \text{Cost}_{\text{PerBw}} \times \text{Datacenter Debt} \]
   \[ (3) \]
   \[ \text{Cost}_{\text{PerBw}}: \text{the cost per bandwidth.} \]
   \[ \text{Datacenter Debt}: \text{Datacenter debit.} \]

4. Cost of storing data:
   \[ \text{Cost}_{\text{Store}} = \text{Cost}_{\text{PerStorage}} \times \text{Execution Time} \]
   \[ (4) \]
   \[ \text{Cost}_{\text{PerStorage}}: \text{Cost per unit of storage.} \]

5. Global Cost:
   \[ \text{Global Cost} = \text{Cost}_{\text{CPU}} + \text{Cost}_{\text{Ram}} + \text{Cost}_{\text{BW}} + \text{Cost}_{\text{Store}} \]
   \[ (5) \]

5.5 Contributions of the combination between mobile agents and Cloud computing Technologies
In this element we will see the benefits of the combination between the technologies of Cloud computing and Mobile agents for our discovery and selection system:

1. Unlimited scalability [12]; with mobile agents the resources in the cloud are used optimally, because each time the client request need more resources, a transport agent is create to search for these resources.
2. More intelligence: the characters of autonomy and auto-adaptability of mobile agents give to our system more intelligence in the discovery operation (by researcher mobile agents) and in the research for more resources (by transport mobile agents).

3. The optimization and the reduction of the Consumption of the band-width: one of the most important problems of Cloud computing technology is the need of great band-width, which will be enhanced by using transport agents in the communication between the different Cloud computing regions, or by using interface agents in the communication with clients.

4. Independent Computing: With the use of interface and transport mobile agents, the client or the Cloud computing regions can submit their requests or tasks then disconnect, then came back to retrieve the results, which allows, to the client or Cloud resources to be independent toward the other components of the Cloud network.

5. Robust and fault tolerance: the mobile agents have the ability to react dynamically to unfavorable situations and events makes it easier to build robust and fault tolerant distributed system, it’s the case of transport agents, if one of the Cloud computing regions is being to shut down, the transport agents will take the tasks, that execute in this region, and continue to execute in another region that offer the same services.

6. Adapted to heterogeneous networks: because mobile agents are based on JAVA, it will be easy to use them in, networks which are based on heterogeneous hardware and software systems, its only question of installing (automatically) JAVA Virtual Machine (JVM) in each Cloud computing region, which enable mobile agents to transport and execute their tasks in these heterogeneous Cloud computing regions.

7. Encapsulation of protocols: the transport mobile agents, establish channels based on propriety of the communication protocol between the Cloud computing regions, making easy to different Cloud computing services providers (that own the Cloud regions) to change or enhance (to get more efficiency or security) the communication mechanism without changing the architecture or the code of their local software’s.

8. Reducing costs: The particular benefit of using the researcher mobile agents is the costs reduce of using resources for the client. Among the important characteristics of cloud computing is that the client pays only what he use as resources in the Cloud. So if we don’t use the researcher agents (which are running on the server hosting the WSDL indexes that describes the WSs) the tasks manager of region A will itself creates the SOAP messages to query the WSDLs, which will increase the used resources and thus will
increase the communication costs, then the client will be obliged to pay. Moreover.

5.6 Comparison between WSDABMAIOCCF and MABOCCF
To not confuse between WSDABMAIOCCF and MABOCCF, we study the differences between our system and MABOCCF:

1. The execution mechanism of our system is completely different (see AUML Modeling below)
2. In our system, the tasks managers of each Cloud computing region is offer like Software-as-services, which offer more efficiency in the calculation of costs.
3. Adding new elements in every Cloud computing region (Software-as-a-service and storage-as-a-service).
4. The role of the Mobile agents’ placements in our system is the management of our mobile agents system, but in MABOCCF the placements are for execution of mobile agents tasks.
5. In our system the mobile agents system is managed by the tasks managers of each Cloud computing region, but in MABOCCF there is no indication for the management of the Mobile agents system.
6. Devising the agents on three categories, each category has its function, in MABOCCF all agents are from the same type.
7. For our system, the principal, activity area is the Internet (WSDL indexes), whereas in MABOCCF the areas activities are the Cloud computing regions.
8. The Goal of WSDMBMAIOCCF is specified and determined (discovery and selection of web services), whereas the Goal of MABOCCF is general.

5.7 AUML modeling

5.7.1 AUML for modeling multi-agent systems
The UML is sometimes insufficient for modeling agents and agent-based systems. As response to this issue, an Agent-based Unified Modeling Language (AUML) is being developed. AUML is an extension of UML language, which enables the description of agents and agent-based systems. The goal of AUML is to be consistent with existing specifications of FIPA (Foundation for Intelligent Physical Agents) and OMG (Object Management Group) [13]

5.7.2. Sequences Diagrams
(a) General Sequence Diagram
The scenario of use of our system is described by the following steps:
1. Send the client request via the web interface and launch the search.
2. An Interface agent is created at the region A to bring the request to this region, via the tasks manager.
3. The tasks manager of the region A creates:
   - A storage zone, to store the request and its identifier.
   - A set of researcher mobile agents, then transmits to them: the keywords of the request and their synonyms and their derivations forms and the request identifier, and the addresses of the WSDL indexes from the same Internet region to each researcher agent (one researcher agent per Internet region).
   - A transport agent for transporting the client request and its identifier, to the region B of Cloud.
4. The region B creates a storage Zone, to store the request and its identifier.
5. Launching of the researcher mobile agents in the Interne, to make the keywords based research.
6. Each time, a researcher mobile agent find a Web service that correspond to the request, it create a transport mobile agent which deals with transporting the description of the web service (and the identifier of the corresponding request) to the region B via the task manager, to be stored in the zone corresponding to the identifier transmitted with the web service description.
7. After a predetermined period of time, the researcher agents stop their Internet search.
8. The tasks manager of the region B, launch the selection algorithm to select the best web services that correspond to the client request (For the rejected web services, the tasks manager will delete them from the region B).
9. The tasks manager of the region B calculate the costs of the resources used in the selection operation, then it create a transport agent which will transport the costs and the selected web services to the region A (associated with the request identifier).
10. The tasks manager of the region A calculates the global cost.
11. The task manager of the region A, create an Interface agent to display the selected web services and the Billing to the client via the Web interface.

The figure 7 shows the general sequence diagram of our system:

(b) Sequence Diagram of region A

1. Once the tasks manager of the region A (TMA) create an interface agent to bring the request to region A of Cloud.
2. The task manager creates the request identifier, then it creates a storage zone to store this last.
3. The tasks manager creates a transport agent, to transport the request and its identifier to region B.

![General sequence diagram](image)

**Figure 7** General sequence diagram

4. The tasks manager extracts the keywords from the request and their synonyms and derivation forms.
5. The tasks manager creates a set of researcher mobile agents to discover web services.
6. After the selection of the web services by region B, a transport agent brings the selected web services to region A.
7. The tasks manager verifies the selected web services to relate them to their request.
8. The tasks manager calculates the global cost.
9. The tasks manager creates an interface agent to show the billing and the results to client.

**Sequence Diagram of region B**

1. Once a transport agent bring the request and its identifier from region A to region B.
2. The tasks manager of region B creates a storage zone to store the request with its identifier.
3. The transport agents (created by researcher agents) transmit the discovered web services to the tasks manager of region B.
4. Each time, a transport agent bring a discovered web service, the tasks manager verify the identifier of client requests with the identifier of the transmitted web service, to store this last, with his corresponding request, in the same storage zone.
5. After the end of the discovery operation, the tasks manager, launch the matching operation, using the software of selection.
6. The software of selection returns the selected web services to the tasks manager.
7. The tasks manager calculates the global cost of using our system.
8. The tasks manager creates a transport agent to bring the results and the billing to region A.

![Sequence diagram of region A](image)

**Figure 8** Sequence diagram of region A

![Sequence diagram of region B](image)

**Figure 9** Sequence diagram of region B
6. THE PROPOSED WEB SERVICES SELECTION ALGORITHM

In this section we present a novel approach for WordNet-based web services selection, using similarity measurements matching mechanism. Figure 10 shows the service selection process:

![Figure 10: Web services selection mechanism](image)

We use WSDL4J [14] library to extract the information contained in <documentation> tag of the WSDL files, and JAWS [15] library to add semantic information from WordNet database. Our matching algorithm is based on four main steps, (1) Pretreatment step (2) Exact comparison step (3) Approximate comparison step (4) decision step. That we describe, with details, in the following element.

6.1 The Steps of Our Matching Algorithm

Our matching algorithm is based on the calculation of the degree of similarity between the request and the description of the Web services which one finds in the data structure <documentation>, the idea behind the choice of the <documentation> data structure, to be compared with the request, is that this last, is under textual format, so it will be more appropriate and more precise, to choose another textual format that describe the web services, to compare it with the request, we find this textual format only, in the data structure <documentation>, so we suggest to web services providers to give more importance to this data structure and to also give a clear, textual description, to different WSDL sections, using <documentation> data structure because – as we will see with our algorithm, it’s a very efficient way, to compare the client requests with web services descriptions.

Our algorithm is applied to all <documentation> tags contained in the WSDL file that describe the matched web service, then it select the best results, for taking decision in the last step.

The algorithm is based on 4 steps:

6.1.1 The Pre-Treatment Step:
This step is applied to the request in the same way that for the description of the Web services:

1. Substitution: It consists of substitutes the words of the description, by their synonyms sets (semantic synonyms) in the request, by using WordNet lexical database (in the knowledge base of the region B), we say that two different terms are synonymous if they designate the same sense, or if they are interchangeable in specific contexts. This will facilitates the development of the request and the description by adding semantic information to their representation. WordNet is a lexical database of English (but there are other versions for other languages such as: WOLF for French language) which is composed by a set of, conceptual-semantic, and lexical relationships between the different words of the English vocabulary, these relationships are called cognitive synonyms or Synsets.

- Hyperonymy: a term that refers to a general sense, compared to a more specific term.
- Hyponymy: refers to a specific term, compared to a term that has a more general sense.
- Derivationally related form: means the terms that are derived lexically another term and that shares a common sense.

These concepts represent the semantic relations between the words of WordNet lexical database. WordNet has been used in many domains especially in natural-language processing domain, for information retrieval [16].

2. Normalization: normalization is essential for good performance of our algorithm, it simplifies the form in which are written the request and the descriptions of web services, we distinguish two operations:

- Tokenization: the goal of tokenization is to find the basic units of the sense, and that by applying some operations such as: The segmentation, Treatment of the ambiguous separators ('and ') except compound words, translation numbers in words ...etc. This allows distinguish, in a clear and easy way,
the words which compose the request or the
descriptions of the web services.

- Lemmatization: the goal of the lemmatization is to transform the flexions (the flexions are the different forms inflected of a word) into their lemma, which will facilitate rapprochement between, the words of the request, and the words of the description of the Web service. We use also WordNet database to found the lemma of each word (we choose lemmatization in place of stemming, because this last don’t take into consideration the semantic and the context of the words in the expression [17]).

3. Identification of Keywords: the majority of matching algorithms eliminate Keywords from the request and from the description of web services. In our algorithm we don’t eliminate stopwords because we will use them in the calculation of index of shift (see next step) but we will only distinguish them from the other words of the request and descriptions of web services, to identify the Keywords (so we don’t eliminate stopwords but we only distinguish them to identify the Keywords)

6.1.2 Exact Comparison Step:
It consist of the comparison, between the request and the part which corresponds it (Keyword by Keyword) in the description of the Web service (and each time one shifts the request of one alone word compared to the description) without carried any change (on the request and the description of the Web services), i.e. without lemmatization, because the lemmatization can sometimes make lose the sense of the lemmatized words.

This step is based on four similarities measurements:

1. Measurement of partial similarity (Partial_Sim): first we calculate the Vector Models based on Normalized Frequencies (VMNF) representation of the request and their corresponding part in the description, according to the following formulas:

- The normalized frequency of a term \(i\) in document \(j\) is given by:

\[
f_{i,j} = \frac{tf_{i,j}}{\max tf_{i,j}}
\]

(6)

\(tf_{i,j}\): normalized frequency.
\(tf_{i,j}\): frequency of term \(i\) in document \(j\).
\(\max tf_{i,j}\): maximum frequency of term \(i\) in document \(j\).

- The normalized frequency of a term \(i\) in a Request \(R\) can be written as:

\[
f_{R,i} = \frac{0.5 + 0.5tf_{R,i}}{\max tf_{R,i}}
\]

(7)

- The weight of term \(i\) in Request \(R\) can be written as:

\[
w_{R,i} = f_{R,i} \cdot \log \left( \frac{D}{df_i} \right)
\]

(8)

\(df_i\): document frequency or number of documents containing term \(i\).
\(D\): number of documents in a database.

- The weight of term \(i\) in Request \(R\) can be written as:

\[
w_{R,i} = f_{R,i} \cdot \log \left( \frac{D}{df_i} \right)
\]

(9)

Then we applied the similarity measure of cosine [18], on the two representations, to calculate the degree of similarity between the request and its corresponding part in the description, according to the following formula:

\[
\cosine(R,D_i) = \frac{\sum_j w_{R,i}w_{i,j}}{\sqrt{\sum_j w_{R,i}^2 \sum_i w_{i,j}^2}}
\]

(10)

Our choice is justified by the fact that this similarity measurement takes into account the frequency of the words in the text (against the method of JACCARD [18]).

2. Measurement of similarity between words (Sim_Word): using the similarity measurement of Jaro-Winkler [19] and wordNet database in knowledge base of the tasks manager B, we calculate the degree of similarity between each word of the request and the word which correspond it in the description (we use WordNet database to verify if the word in the description belong to the derivation forms of the word in the request), and then we calculate the mean of these measures. Our choice is justified by the fact that this similarity measurement is adequate to comparison between short strings (words):

- Jaro distance between two strings \(S_1\) and \(S_2\) is defined by:

\[
d_j = \frac{1}{3} \left( \frac{m}{|S_1|} + \frac{m}{|S_2|} + \frac{m-t}{m} \right)
\]

(11)

\(|S_i|\) : is the length of the string \(S_i\).
\(m\) : is the number of the corresponding characters.
\(t\) : is the number of transpositions.

- The similarity measurement of Jaro-Winkler is done by:

\[
S_{j-w} = d_j + \left(p(1-d_j)\right)
\]

(12)

\(l\): is the length of the common prefix (maximum 4 characters).
\(p\): is a coefficient which makes it possible to support the chains with a common prefix. Winkler proposes for value \(p = 0.1\).
3. Measurement of index of shift (I_S): the index of shift counts the number of the shifted Keywords of the descriptions compared to the Keywords of the request, which will make it possible to have the percentage of the shifted words.

It’s the raison that drive us to leave stopwords in their position in the request and in the descriptions, because we use their positions to calculate the index of the shifted Keywords (but we don’t use their senses of course).

4. Measurement of the Global similarity (Glob_Sim): the global similarity is the average between the three similarity measurements seen above; it allows the selection of the best web services from the web services that have the same degree of acceptability:

\[
Glob\_Sim = \frac{\text{Partial\_Sim} + \text{Sim\_Word} - I\_S}{3}
\]  

(13)

6.1.3 Approximate Comparison Step:

We must admit that the exact comparison can be very draconian, which can lead to refuse, acceptable web services, from which comes the approximate comparison which consists of: Measurement of partial similarity, the index of shift, and the Global similarity, in the same way that in the exact comparison.

We apply this phase, if at least two measures are less than 50% of similarity (calculate after the exact comparison step), but this time with the request and descriptions lemmatized, because the lemmatization influence largely the index of shift and the partial similarity (we eliminate the similarity between words because the words are lemmatized and substituted, making this operation unnecessary).

6.1.4 Decision Step:

The decision step consists of interpreting the results obtained after the calculation of the similarity measures and the index of shift:

After the end of exact comparison step:

- If all measurements equalizes or exceeds 50% then the Web service is: **strongly accepted.**
- If two measurements equalizes or exceeds 50% then the Web service is: **medium accepted.**
- If only one of measurements equalizes or exceeds 50% then one passes to the approximate comparison step.
- If none measurements equalizes or exceeds 50% then the web service is: **refused.**

After the end of the approximate comparison step:

- If two measurements equalizes or exceeds 50% then the Web service is: **weakly accepted.**
- If only one of two measurements is not equal or do not exceed 50% then the Web service is: **refused.**

After the attribution of the degree of acceptability to each Web service, the tasks manager of the region B select a reasonable number (between 10 and 15 [20]), of Web services which have greatest degree of acceptability. If the number of selected Web services exceeds 15 (because they have the same degree of acceptability), then one uses the global similarity to rank the Web services in order to extract the 15th best web services.

Finally we can say that our algorithm avoids the disadvantages of the research based keywords, the VSM vector representation, the cosine similarity, and kernel based methods at the same time. So as responses to the problems seen in section 3:

- To avoid having few web services (one of the great problems of key words based research): we use a large number of researcher mobile agents (one mobile agent fore each Internet region), which increase our chances of avoiding having few web services; but it may be that we obtain a great number of Web services, so;
- To avoid having a large number of web services return to the client, we use the selection algorithm, that allows, for each web service, has attributed a degree of acceptance or refusal, then the tasks manager of the region B choose a reasonable number of web services that have the greatest degree of acceptance.
- The filtering algorithm takes into account the semantic side of the request and web services descriptions, thanks to the use of WordNet lexical database.
- The filtering algorithm take into account the sub strings, thanks to the use of Jaro-Winkler measurement and the derivation forms of each word.
- The spamming keywords are taking in consideration, thanks to the use of the Normalized Frequencies (VMNF) representation.
- The filtering algorithm takes into account the arrangement of words in the description of web services compared to client’s requests thanks to the use of the index of shift.
- The matching algorithm is an automatic one; it means that our algorithm doesn’t need the intervention of developers to determine any parameter, contrary to kernel based methods seen in section 3.

The following figure illustrates our filtering and
comparison algorithm:

Algorithm of comparison and filtering

Input: the Request of client and Description of web service
Output: degree of acceptability and percentage of similarity

Pre-treatment

Substitution
1: Description=Substitution(Description);
/*the substitution use the WordNet in the task manager of the region B, to find the semantic synonyms of the words of the request in the description of the web service to replaces them in this last*/

Tokenization
2: Request= Tokenise (Request);
3: Description= Tokenise (Description);

Identification of Keywords
4: Request= KW_Idf(Request);
5: Description= KW_Idf(Description);

Exact comparison

6: V_Request = VMNF (Request);
/*VMNF: is the function that calculate the Vector Models based on Normalized Frequencies representation*/
7: For (i=1; i= M-N+1; i++) do
// M: Number of the words of description
// N: Number of the words of the request
// M-N+1: Number of the traversed sections of the description which corresponds to the request, word by words */
8: V_Description = VMNF (Description[i]);

Measurement of partial similarity
9: Partial_Sim=Similarity_Cosines(V_Request, V_Description);
10: Sim_Word=Similarity_Words(Request, Description[i]);
11: I_S=Index_Shift (Request, Description[i]);
12: Tab_Sim[i][1]=Sim_Word;
13: Tab_Sim[i][2]=Part_Sim;
14: Tab_Sim[i][3]=I_S;
15: End for
16: Cont= Optimal_Values (Tab_Sim);
/* The optimal values are the combination between the greatest number of the best three values (Partial_Sim, Sim_Word, I_S) in the same segment of the description of Web service which corresponds to the request */

Measurement of global similarity
17: Glob_Sim =Percentage_Similarity (Tab_Sim);
/* The similarity percentage is calculated, between the optimal values of the : Partial_Sim, Sim_Word and I_S */
/* Cont: is the number of measurements which exceed 50% of the best section (of Web service description) which correspond to the request */

Decision
18: if (Cont==3) then
19: Return: the Web service is strongly accepted;
20: if (Cont==2) then
21: Return: the Web service is medium accepted;
22: if (Cont==0) then
23: Return: The Web service is refused;
24: if (Cont==1) then

Pre-treatment

Lemmatisation
25: Request= Lemmatize(Request);
26: Description= Lemmatize(Description);

Approximate comparison
27: V_Request = VMNF (Request);
28: For (i=1; i= M-N+1; i++) do
29: V_Description = VMNF (Description);

Measurement of partial similarity
30: Partial_Sim=Similarity_Cosines(V_Request, V_Description);

Measurement of index of shift
31: I_S=Index_Shift (Request, Description[i]);
32: Tab_Sim[i][1]=Sim_Word;
33: Tab_Sim[i][2]=Part_Sim;
34: Tab_Sim[i][3]=I_S;
35: End for
36: Cont= Optimal_Values (Tab_Sim);

Measurement of global similarity
37: Glob_Sim =Percentage_Similarity (Tab_Sim);

Decision
38: if (Cont==2) then
39: Return: The Web service is weakly accepted;
40: if (Cont<2) then
41: Return: The Web service is refused;
42: End if
43: End

Figure 11 selection and ranking algorithm

7. EXPERIMENTATIONS AND RESULTS

7.1 Development platforms

7.1.1 Cloudsim platform:
One of the great problems, to develop Cloud computing applications is the environment where we can reproduce tests. Because, if we do testes in real cloud computing environments like Amazon EC2, the experiments will be, expensive and very limited. But with simulation, developers can test and optimize their Cloud applications without paying any thing, and then the clients can test, the performances of their services in repeatable and controllable environment free of cost, before putting those applications in real Cloud computing environment [21].

Cloudsim is a powerful tool for modeling, simulation and experimentation of Cloud infrastructure, which allows developers to test their Cloud application services, without getting concerned about the low level details related to Cloud-based infrastructures and services. The principle functionalities of Cloudsim are [22]:
- Support for modeling and simulation of large scale Cloud computing datacenters.
- Support for modeling and simulation of virtualized server hosts, with customizable policies for provisioning host resources to virtual machines.
- Support for modeling and simulation of energy-aware computational resources
- Support for modeling and simulation of datacenters network topologies and message-passing applications.
- Support for modeling and simulation of federated clouds.
- Support for dynamic insertion of simulation elements, stop and resume of simulation
- Support for user-defined policies for allocation of hosts to virtual machines and policies for allocation of host resources to virtual machines

7.1.2 Aglet platform [23]:
Aglet is a project developed by the IBM Tokyo research laboratory in 1995, it aim to create a uniform platform for the execution of mobile agents, in heterogeneous environments like Internet.
An Aglet is characterized by:
- High level of security.
- Clarity of structure.
- Communication based on sockets: RMI, HTTP, ATP.
- Very good documentation.
- Famous product.

7.1.3 CloudAnalyst
With Cloudsim, it’s very difficult to quantify some important parameters such as geographic location of datacenters to calculate distance between them and users, impact of number of simultaneous users, and Network in implication.
CloudAnalyst is a simulation tool that allows developers to execute and to test different simulations in repeatable way, taken into account the different parameters seen above.
Because CloudAnalyst is equipped with an easy to use graphical user interface (GUI) (see Figure 12), it allow developers to set up experiments quickly and easily, which mean that CloudAnalyst allows to separate between the simulation experimentation exercise from a programming exercise, so a modeler can focus on the simulation complexities without spending too much time on the technicalities of programming using a simulation toolkit [24].

7.2 Implementation and simulation
7.2.1 Simulation configuration:
To evaluate the performances of our system we will study two case studies:
The First case study consists of creation of one Cloud computing service provider (CCSP) that contains three datacenters: the first datacenter represent the region A of Cloud and the rest of datacenters represents the region B (because this region will execute the matching algorithm, which requires more resources). Then we create six tasks (representing the six principle task to treat the client request in our discovery system), then we test, with one client request, the impact of number of Virtual machines (VM) on the global time execution (response time) and the Global cost (cost of using our system). We use Cloudsim to implement the different executed scenarios, Aglets to implement the mobile agent system and JAVA to achieve the implementation of the selection algorithm.
This case study allows us to evaluate, the internal performances of our system, which mean, the evaluation of our Virtualization policy in each Datacenter of the Cloud computing service provider (CCSP).

Table 1: Datacenters characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Location</th>
<th>Number of hosts</th>
<th>Datacenter A</th>
<th>Datacenter B</th>
<th>Datacenter C</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU throughput</td>
<td>3.0 GHz</td>
<td>1</td>
<td>2000</td>
<td>1500</td>
<td>2000</td>
</tr>
<tr>
<td>Memory (GB)</td>
<td>8</td>
<td>2000</td>
<td>1500</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>Storage (TB)</td>
<td>2</td>
<td>2000</td>
<td>1500</td>
<td>2000</td>
<td></td>
</tr>
</tbody>
</table>

The second case study (we use CloudAnalyst) consist of creation of 6 user bases, representing the 6 main regions of the world, which allows us to test the performances of our system from different geographic location (because the distance between datacenters and client have a significant impact on the quality of the Cloud services).
We will test the performance of our system for 3 hours, with supposing that the most of clients use the application in the night after work.
We suppose also that 50% of registered clients are online during the peak time simultaneously and 10% of registered clients are online during the off-peak time.
hours.
We used also a time-shared policy to schedule resources to VMs. The number of simultaneous clients from a single user base is 10000 and the number of simultaneous requests, a single application server instance can support is 1000.
The second case study allows us to evaluate, the external performances of our system, which mean, the evaluation of the impact of the number of Datacenters (each data center can represent a New CCSP) on the response time and Global costs.

Table 2: User bases characteristics

<table>
<thead>
<tr>
<th>User Base</th>
<th>Region</th>
<th>Peak Hour</th>
<th>Online Clients During Peak Hours</th>
<th>Online Clients During Off-peak Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>UB1</td>
<td>0- N America</td>
<td>GMT: 14h-17h</td>
<td>1000</td>
<td>200</td>
</tr>
<tr>
<td>UB2</td>
<td>1- S America</td>
<td>GMT: 16h-19h</td>
<td>500</td>
<td>100</td>
</tr>
<tr>
<td>UB3</td>
<td>2- Europe</td>
<td>GMT: 21h-00h</td>
<td>300</td>
<td>60</td>
</tr>
<tr>
<td>UB4</td>
<td>3- Asia</td>
<td>GMT: 02h-03h</td>
<td>200</td>
<td>40</td>
</tr>
<tr>
<td>UB5</td>
<td>4- Africa</td>
<td>GMT: 22h-01h</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>UB6</td>
<td>5- Oceania</td>
<td>GMT: 06h-09h</td>
<td>70</td>
<td>14</td>
</tr>
</tbody>
</table>

The table 1, 2 and 3 shows, respectively, the characteristics of the Datacenters, user bases and Virtual machines, in the first and second case study.

7.2.2 The First case study
(a) General simulation steps:
Our case study is based on the following steps (but each scenario has his specifications):
1. Datacenter creation: using “Datacenter” class we create our datacenters that represent the Cloud computing service provider of our system, using this class we define the hardware and the software characteristics of our system as shown in table 1.
   // Datacenter Creation
   Datacenter datacenter0 = createDatacenter("Datacenter_0");
2. Creation of datacenter Broker: using “DatacenterBroker” class, we create the Broker which is responsible for allocation of cloud resources and submitting of different tasks to the virtual machine(s), and it’s also, to the broker, to choose another Datacenter(s) (of another CCSP) in case of virtual machines creation failed in this datacenter for example.
   //Create Broker
   DatacenterBroker broker =createBroker();
   // Broker Identification
   int brokerId = broker.getId();
3. Creation of Virtual machine(s) (VM): when the client submit his request to our discovery system, a virtual machine(s) is created to treat this request.
The table 3 shows the virtual machines characteristics:
   // Virtual machin Creation
   Vm vm1 = new Vm(vmid, brokerId, mips, pesNumber, ram, bw, size, vmm, new CloudletSchedulerTimeShared());

4. Creation of six Tasks: using “Cloudlet” class we create six Cloudlet, each cloudlet represent one of the six main tasks for treatment of the client request.
As shown in Table 4, each Cloudlet has its own characteristics, because each one represent, one of the six different tasks.
   // Creation of cloudlet
   Cloudlet cloudlet1 = new Cloudlet(id, length, pesNumber, fileSize, outputSize, utilizationModel, utilizationModel, utilizationModel);

Table 4: Cloudlets characteristics

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Cloudlet Number</th>
<th>Length</th>
<th>File Size</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage and key words extraction from the request</td>
<td>1</td>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Creation of transport and interface agent</td>
<td>2</td>
<td>80</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Creation of Researcher agents</td>
<td>3</td>
<td>200</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Storage of web services descriptions</td>
<td>4</td>
<td>200</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Matching algorithm execution</td>
<td>5</td>
<td>4000</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Creation of transport agents.</td>
<td>6</td>
<td>40</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Note: The values of cloudlets characteristics were chosen
after making an estimation of the sizes of the six tasks.

(b) Simulated scenarios and analysis of results:
We will vary the number of virtual machines from 1 to 6, then we submit (equitably) the cloudlets to the virtual machines, the table 5 show the experiences results:

Table 5: simulated scenarios and Results of first case study

<table>
<thead>
<tr>
<th>scenario</th>
<th>Numbe r of virtual machines</th>
<th>submitti ng of cloudlets</th>
<th>Respon se time (milli second )</th>
<th>Global cost based on the response time</th>
<th>Global cost based on the quantit y of used memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Six cloudlets to one VM</td>
<td>162.1</td>
<td>$0.56</td>
<td>$0.81</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Three cloudlets per VM</td>
<td>161.33</td>
<td>$0.14</td>
<td>$0.63</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>Two cloudlets per VM</td>
<td>160.53</td>
<td>$0.19</td>
<td>$0.93</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>One cloudlet per VM</td>
<td>160</td>
<td>$0.31</td>
<td>$1.81</td>
</tr>
</tbody>
</table>

Our case study is composed of six scenarios:
The first scenario consists of creation of one virtual machine and submitting all of cloudlets to this VM.
The second scenario consist of creation of two VM, then, dividing the Cloudlets on two groups, each group contain three Cloudlets, then we submit each group two one VM. The third scenario is similar to the second, but with three VM and three Cloudlets groups, each group contain two Cloudlets.
The fourth scenario consist of creation of six VM, each VM is used to execute one Cloudlet.
The reason why we do not create four or five VMs, is that we can not divide equitably six Cloudlets out of four or five VMs.
The scenarios show that the internal functioning of our system optimizes the global response time, due to:

- The decomposition of the discovery operation, to the main elementary tasks (the six main tasks),
- Creation, for each task, its own virtual machine, which decrease (each time we add new VM) the Global time execution.

Which confirm the efficiency of our policy, which consist of benefiting, as maximum as, possible from the virtualization character of Cloud computing technology.

The following figure depicts variation of response time:

Figure 13 Summary of response time results

The scenarios show, also that the calculation of global cost based on response time, reduce largely, the costs to the client, compared with the calculation of global cost based on the quantity of used memory (for storing data). This proves the efficiency of our payment equations.

Our service is a search engine, like Google, but for discovery of web services note for information search, so the client can use it many times in a short period, for example, to obtain more precision, he must retype the request and restart the discovery operation, for several times. So the goal of reducing the global cost is to let the client using our system for several times, without thinking that the use of our system, for several times, will cost him a lots of money, then our service will be more attractive for clients in Internet. The following figure depicts variation of the global cost:

Figure 14 Summary of Global cost results

Note: We note also that, we was bring back, to add, more hosting machines, in the datacenters of the last scenario to allow the creation of the six VMs, which conduct us to the second case study.

7.2.3 The second case study
(a) Simulated scenarios

The second case study contains six scenarios. The basic one, consist of using two Datacenters, the first datacenter represent the region A of Cloud and contain 50 VMs, and the second datacenter represent the region B of Cloud with 100 VMs because this region will execute the selection algorithm.

The second scenario consist of adding new datacenter, representing region C of the Cloud, this region offer Software of keywords extraction (from the request) as a service. The datacenter contain 15 VMs.

The third scenario consist of adding a fourth datacenter that represent the region D of Cloud, this region offer a software of creation and managing of mobile agent system (managing of researcher and transport agents), as
a service. This datacenter contain 30 VMs.

The fourth scenario consist of adding a fifth datacenter that contain 20VMs, representing the region E of Cloud, which offer a Storage-As-a-Service, to store the descriptions of the discovered web services.

The fifth scenario consists of adding a new datacenter with 50 VMs, representing the region F of Cloud, which offer our Software of selection as a service.

Finally, in the last scenario we add a seventh datacenter with 100 VMs, representing the region G, that offer the same services as the region B of Cloud.

Each time, we add a new datacenter; we put them in a new world region, to test the impact of the geographic location on the response time and global cost.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Number of Datacenters</th>
<th>Distribution of VMs</th>
<th>Overall average response time (milliseconds)</th>
<th>Global cost based on the response time</th>
<th>Global cost based on the quantity of used memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>50VM/100 VM</td>
<td>237.80</td>
<td>$80.77</td>
<td>$136.06</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>50VM/100 VM 15 VM</td>
<td>208.68</td>
<td>$88.64</td>
<td>$149.57</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>50VM/100 VM 15VM/30 VM</td>
<td>141.31</td>
<td>$104.03</td>
<td>$176.58</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>50VM/100 VM 15VM/30 VM</td>
<td>20VM 101.00</td>
<td>$114.24</td>
<td>$182.59</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>50VM/100 VM 15VM/30 VM</td>
<td>20VM/50VM 92.62</td>
<td>$140.69</td>
<td>$239.61</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>50VM/100 VM 15VM/30 VM</td>
<td>20VM/50VM 100VM 67.62</td>
<td>$192.65</td>
<td>$329.66</td>
</tr>
</tbody>
</table>

(b) Analysis of results

Results show that bringing, the datacenters, that represent regions C and D, closer to region A improve the response time, and consequently it reduce the global cost (quality of Cloud service). The same for the region B, bringing regions E, F and G to this region improve the quality of Cloud service (QoCS). So we can say that each time the distances between regions C, D, E...Etc and regions A and B are short, and the distance between the client and region A is short, the quality of Cloud service is more enhanced.

Results also show, that we can enhance the quality of our Cloud service, if we create a new Datacenters (representing each one a new CCSP) that are intended to a precise tasks (Keyword extraction, managing of mobile agent system, selection of web services).

The third note that the results show, is that we can optimize the quality of our Cloud service, by dynamically increasing and decreasing the number of VMs in the datacenters (CCSPs) which are near from the geographical zones that are in peak hour period.

Finally, this case study show that our Cloud system optimizes the response time and reduce the global cost to clients, by using mobile agent (specially transport mobile agent) to relate the different CCSPs to maximize the benefit from the different datacenters that compose our system.

The following figures depict variation in the response time and global cost:

![Figure 15 Summary of response time results](image1)

![Figure 16 Summary of Global cost results](image2)

7.3 System interfaces

The first interface is the login interface. It allows client to access his account or to launch the creation of new account:

![Figure 17 Login Interface](image3)
The second interface is the creation account interface; it allows client to create a new account by introducing his personnel information’s like: Name, Address, Phone number … etc.

The third interface is the information payment interface; it allows client to introduce: some information’s about his credit card, and the billing address:

The fourth interface is the search interface; it allows client to introduce his request, then the client launch a search and waits for the results (the application displayed an interface of waiting, this last show the message “please wait…”):

The last interface is the results interface: it show, in one hand, the selected web services, ranking by their degree of acceptance and their global similarity percentage, and in the other hand, the billing details, like: Datacenters costs, storage costs, global cost.. Etc.

8. CONCLUSION AND FUTURE WORKS

In this paper we have presented a new Cloud computing, framework based on mobile agents for web services discovery, our framework is based on new cloud computing architecture that benefit from the combination between Cloud and mobile agent technologies. We also presented a new selection algorithm, that provides solutions to problems encountered in the syntactic research, SVM representation, and kernel based methods, to selecting web services. The experiences show the efficiency of the internal functioning (that consist of decomposition of the discovery operation to elementary main tasks, then submitting each task to its VM), and the external functioning of our system, on the quality of our Cloud service (response time and global cost).

Our system can be applied, directly by, simple clients or by companies, as a cloud service, or in the operation of web services composition (a good discovered web service conduct to a good composition process), to accomplish complex tasks over internet.

With regard to the prospects for our work, we plan to approach the following points:

- Replace the tasks managers, by situated agents, for obtaining more intelligence in the managing of the cloud computing regions.
- Proposition of new semantic key words extraction mechanism, to be used in the discovery of web services by researcher mobile agents.
- The question of security must also be addressed, as we are known mobile agents can migrate to the internet and run on remote...
computers, this reliable security infrastructure is therefore necessary for future development.
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