Abstract

In cloud, scaling is the ability to provide the services without lagging performance, in case of increased or decreased load. The system should be able to adapt to the customer request so as to increase resources or decrease the resources, so as to maintain the balance between performance and cost effectiveness. For scaling the application it is required to increase or decrease the application instances. While doing this load on physical machines also needs to be taken into consideration for maintaining a good performance. In this paper we have studied the existing load balancing algorithm and different approaches used for scaling in cloud computing.
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1. INTRODUCTION

Cloud computing has emerged as a new computing model, where storage, network and computation is provided as a service to user, who can lease and release the service on demand [1]. It is a pay per use model, where you pay only for the resources you need. The National Institute of Standards and Technology [2] defines cloud computing as: “A model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (e.g. networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction”.

Service delivery in Cloud Computing comprises three different service models, namely Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS), and Software-as-a-Service (SaaS) as shown in the fig 1 [10]. Software as a Service (SaaS) is defined as: “Software that is deployed over the internet. With SaaS, a provider licenses an application to customers either as a service on demand, through a subscription, in a “pay-as-you-go” model, or (increasingly) at no charge when there is opportunity to generate revenue from streams other than the user, such as from advertisement or user list sales” [6]. PaaS can be defined as a computing platform that allows the creation of web applications quickly and easily and without the complexity of buying and maintaining the software and infrastructure underneath it [6]. Infrastructure as a Service (IaaS) is a way of delivering Cloud Computing infrastructure – servers, storage, network and operating systems – as an on demand service [6].

With cloud computing it is possible to provide cloud services (software/infrastructure/platform) as per the requirement. Requirement can fluctuate as per customer needs and thus the provisioned resources can change. This feature of cloud computing is known as “elasticity”, which has made cloud popular now a days. The below fig shows the general architecture of cloud network, where client request are handled by load balancer which starts the services on virtual machines as per load on each server.

Elasticity is the key concept in cloud, which allows dynamically allocating and freeing resources as per request. This elasticity property is gained through scaling up and scaling down the services requested by the customer. Scaling should make it possible for the system to deal with the increasing and decreasing of customer demands.

Even though the capacity of cloud is advocated to be infinite, the capacity of data center in real world is finite. When large number of service experiences their peak demand at the same time, the available resources become constrained. It is required to manage more instances of application when the demand increases and to scale down for less request for conserving energy. While scaling new instances of application need to be deployed on different web app server. Load on each server needs to be taken into consideration for this. Load distribution is balanced by migrating the load from the source nodes (which have surplus workload) to the comparatively lightly loaded
destination nodes.

The rest of the paper is organized with the sections as follows. As for scaling of application load balancing is also required as a part of scaling, we are presenting survey of the existing load balancing algorithm in Section 2. Section 3 gives the overview of different scaling approaches in cloud. Finally, we conclude the paper.

2. EXISTING LOAD BALANCING ALGORITHM

In cloud computing environment load balancing is required distribute the dynamic local workload evenly between all the nodes [5][8][9]. Load balancing is used to make sure that none of your existing resources are idle while others are being utilized. The below fig 2 shows the general architecture of cloud network, where client request are handled by load balancer which starts the services on virtual machines as per load on each server. The different load balancing strategies are discussed below.

Priya, S. Mohana, and B. Subramani has proposed an innovative load balancing technique Resource-Aware-Scheduling algorithm (RASA) [13]. This technique is a combination of Min-min and Max-min strategy. Here the virtual nodes are created first. Then response time of each VM is calculated and then accordingly least loaded node is found and client is given that node. The strategy is to apply Max-min if number of resources are even else Min-min strategy is used.

The throttled load balancing algorithm is explained by Sharma, Tejinder, and Vijay Kumar Banga [14]. Client request the VM to data center, which forwards it to load balancer. Load balancer maintains an index table of the available VM and their busy or available status. It then returns the ID of the first VM it encounters while scanning the list which can meet requirement to the data center. If the list is scanned completely and no VM is found it returns -1 to data center and data center queues the client request. When VM is available load balancer informs data center and it is allocated to client.

Shagufta Khan and Nireesh Sharma have used modified approach of ant colony optimization [17]. In this approach ant travels in one direction at a time. It uses two directions of travelling-forward and backward. When the ant travels in forward direction it searches for overloaded node following the foraging pheromone and updates foraging trials. Same way, the ant travels in backward direction after encountering overloaded node by following the trailing pheromone and updates trailing pheromone trials in the path. It considers the minimum migration time of a node to find under loaded node.

Load balancing approach is described using honey bee foraging behaviour by Harshit Gupta, Kalicharan Sahu [19]. A fraction of honey bee called forager bees search for the food source. On finding the food source they return to beehive and perform waggle dance. Waggle dance gives indication of the quality and quantity of the food. Scout bees then follow forager bees to location and reap the food. Scout bees then return to the beehive and perform waggle dance to display the amount of food left. In this paper the tasks are to be send to the under loaded machine and like foraging bee the next tasks are also sent to that virtual machine till the machine gets overloaded as flower patches exploitation is done by scout bees. But their strategy considers minimum migration time factor and does not consider all QoS factors.

3. SCALING APPROACHES IN CLOUD

Elasticity property of cloud is gaining more attraction of people. Horizontal and vertical scaling are the ways by which scaling can be accomplished as shown in the fig 3. Horizontal scaling deals with adding or removing of resources that are of the same type. Vertical scaling deals with replacing the existing resource with the lower or higher capacity. Different approaches have been followed by researcher, enhancing the scalability. Here are the few strategies of application scaling in cloud.
Application scalability issues and strategies in different Service model of cloud is explained by Vaquero, Luis M., Luis Rodero-Merino, and Rajkumar Buyya [3]. Scaling in IaaS can be done in two ways- horizontal scaling and vertical scaling. Here author has classified two ways of achieving scalability in PaaS model- the container and the database management system (DBMS) scalability. User component is deployed and run in the software platform called container. Different platforms can be used by different PaaS providers. Author suggested that for the components hosted by PaaS, platform type can define different lifecycles, services and APIs. On the other hand, databases provide data persistence support. It should address the demand for data transactions support combined with big availability and scalability requirements.

The auto-scaling problem for a more general application model is explored and allow individual (non-uniform) job deadlines [4]. Here the aim is to complete all jobs by using resources that are less costly within the given deadline. Deadlines are used as a performance requirements specified by the users, and deadline misses are not strictly prohibited. Web request response time, network latency and a program’s running time is selected as a deadline. Deadline assignment techniques are used to calculate an optimized resource plan for each job and the number of instances using the Load Vector idea is determined. Job scheduling and resource scaling is addressed at the same time by considering both the job-level and global-level cost-efficiency.

A lightweight approach is proposed by Han, Rui, et al for achieving more cost-efficient scaling of cloud resources at the IaaS cloud provider’s side is proposed [7]. The multi-tiered applications, which are already implemented using multiple VM’s have improved resource utilization between VM’s as application demands vary. It proposed the following: Fine-grained scaling approach, Improving resource utilization, Implementation and experimental evaluation. They have proposed an intelligent platform based on the LS (light weight scaling) algorithm, which is implemented to automate the scaling process of cloud applications.

Automatic scaling problem is summarized in the cloud environment by Sharma, Tejinder, and Vijay Kumar Banga [18]. It is modelled as a modified Class Constrained Bin Packing (CCBP) problem. Here each server is a bin and each class represents an application. Here an innovative auto scaling algorithm to solve the problem and present a rigorous analysis on the quality of it with provable bounds is made. Compared to the existing Bin Packing solutions, item departure is supported which can effectively avoid the frequent placement changes caused by repacking. It support green computing by adjusting the placement of application instances adaptively and putting idle machines into the standby mode.

4. CONCLUSION

In this paper, we have surveyed various scaling strategies and load balancing techniques for cloud computing. Different techniques suggested by authors are discussed in this paper. The main purpose of scaling is adjust the application instances as per the user requirement. Scaling should take into consideration load balancing, by distributing load dynamically among the nodes and to make maximum resource utilization by reassigning the total load to individual node. Thus efficient and even distribution of resources is done, thus improving the performance of the system.
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