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Abstract
The Healthcare and medical fields are rich in information but is not properly used to its potential. This results in the weak or bad decision making ability. This paper focuses on the aspect which is neglected in the process i.e. the data which is not mined. We use 14 attributes to predict the chances of heart disease prediction and thereby preventive measures can be taken to avoid it. The system is reliable, expandable and web-based and user-friendly. It also serves a purpose of training nurses and doctors newly introduced in the field related to heart disease.
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1. INTRODUCTION
Recently WHO conducted a survey which shows, approximately 17.3 million deaths globally are due to CVD [Cardio Vascular Diseases], heart attacks and strokes. The deaths due to heart disease in countries are due to exertion, work overload, mental stress and so on. Treatment and Diagnosis is complicated and is an important task that needs to be executed accurately and efficiently. The diagnosis is often based on doctor’s experience & knowledge. This leads in some cases as unwanted outcomes & excessive medical costs of treatments for patients. Therefore a medical diagnosis system is designed that takes advantage of collected data base and decision from the previous records [1]. Some hospitals have decision support systems, but they are limited. They can answer simple what-if queries like:
- What is the total average of patients suffering from heart disease? Doubts which are probably lost in the data which is not mined like “Identify the important factors that will be or are the cause of Cardio Vascular Diseases?” And “For the given patient records, predict the probability of patients suffering from heart disease” are left unanswered. This system helps in diagnosing disease with less no of medical tests & more effective treatments [9].

2. HEART DISEASE
In conventional system diagnosis of Heart Disease is basically done by ECG [Electrocardiogram]. The diagnosis is by using combination of ECG and clinical symptoms. The confirmation of Heart Attack is later done which usually takes a few hours due to the rise in the level of CPK [creatine phosphokinase]. It is released by the dying heart muscles into the blood circulation when they begin to dissolve [3].

3. DATA-SETS
The Data set used is obtained from Data mining repository of California University, Irvine (UCI). Data set from Cleveland, Hungary, Switzerland, long beach set are collected. Cleveland, Hungary, Switzerland and long beach data set contains 76 attributes totally. But we have considered only 14 attributes which are basically proven to be important. Among all those Cleveland data set is the most commonly used data set, it has less missing attributes than others which helps in better result. Figure 1 shows some sample of data set collected from the UCI repository. We store the data entry in MongoDB data base, it is more simplified to use and can easily adapt to future changes [13] [14].

Table 1: Attributes Used

<table>
<thead>
<tr>
<th>No</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Age</td>
<td>Age in Years</td>
</tr>
<tr>
<td>2</td>
<td>Sex</td>
<td>1=male, 0=female</td>
</tr>
<tr>
<td>3</td>
<td>Cp</td>
<td>Chest pain type (1 = typical angina, 2=atypical angina, 3 = non-angina pain, 4 = asymptomatic).</td>
</tr>
<tr>
<td>4</td>
<td>Trestbps</td>
<td>Resting blood sugar (in mm Hg on admission to hospital).</td>
</tr>
<tr>
<td>5</td>
<td>Chol</td>
<td>Serum cholesterol in mg/dl</td>
</tr>
<tr>
<td>6</td>
<td>Fbs</td>
<td>Fasting blood sugar&gt;120 mg/dl (1=true, 0=false).</td>
</tr>
<tr>
<td>7</td>
<td>Restecg</td>
<td>Resting electrocardiographic results (0 = normal, 1 = having ST-T wave abnormality, 2 = left ventricular hypertrophy).</td>
</tr>
<tr>
<td>8</td>
<td>Thalach</td>
<td>Maximum heart rate</td>
</tr>
<tr>
<td>9</td>
<td>Exang</td>
<td>Exercise induced angina</td>
</tr>
<tr>
<td>10</td>
<td>Oldpeak</td>
<td>ST depression induced by exercise relative to rest</td>
</tr>
<tr>
<td></td>
<td>Slope</td>
<td>Slope of the peak exercise ST segment (1=up sloping, 2=flat, 3=down sloping)</td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Ca</td>
<td>Number of major vessels colored by Fluoroscopy</td>
</tr>
<tr>
<td>13</td>
<td>Thal</td>
<td>3=normal, 6=fixed defect, 7=reversible defect</td>
</tr>
<tr>
<td>14</td>
<td>num</td>
<td>Class (0=healthy, 1=have heart disease)</td>
</tr>
</tbody>
</table>

**Table 2: Performance Results of Algorithm**

<table>
<thead>
<tr>
<th>Algorithm used</th>
<th>Accuracy</th>
<th>Time taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>52.33%</td>
<td>609ms</td>
</tr>
<tr>
<td>Decision List</td>
<td>52%</td>
<td>719ms</td>
</tr>
<tr>
<td>KNN</td>
<td>45.67%</td>
<td>1000ms</td>
</tr>
</tbody>
</table>

**Equations**

**a. K-means**

Given a set of observations \((x_1, x_2, \ldots, x_n)\), each observation is a \(d\)-dimensional real vector, \(k\)-means clustering focuses to partition the \(n\) observations into \(k\) sets \((k \leq n)\) \[8\]

\[ S = \{S_1, S_2, \ldots, S_k\} \]

so as to minimize the within-cluster sum of squares (WCSS):

\[ J = \frac{1}{2} \sum_{i=1}^{k} \sum_{x \in S_i} ||x - c_i||^2 \]

**The algorithm is composed of the following steps:**

1.) Place \(K\) points into the space represented by the objects that are being clustered. These points represent initial group centroids.

2.) Assign each object to the group that has the closest centroids.

3.) When all objects have been assigned, recalculate the positions of the \(K\) centroids.

4.) Repeat Steps 2 and 3 until the centroids no longer move. This produces a separation of the objects into groups from which the metric to be minimized can be calculated.

**b. Naïve Bayes**

A conditional probability is of some conclusion, \(C\), given some observation, \(E\), where there is a dependence relationship between \(C\) and \(E\). This probability is denoted as \(P(C|E)[3][4]\):

\[ P(C|E) = \frac{P(E|C)P(C)}{P(E)} \]

**Why our system uses Naïve bayes algorithm?**

Naïve Bayes or Bayes’ Rule acts as the basis for many machine-learning and data mining methods. The algorithm is used to create models with predictive capabilities. It provides new ways of exploring and understanding data[4].

**4.Data Mining Techniques Preferred**

Data mining techniques such as Classification, Clustering and many more are used in extracting knowledge from database. Medical data is mined by using the techniques mentioned above and the diagnosis is carried out.
6. IMPLEMENTATION

An application is provided to the patient where he enters his details. Login is provided as it is unique to each patient from wherein authentication is done. After the patient is an authorized user he is given access to application GUI where he enters his symptoms. The symptoms are stored in the database and can be loaded, selected via CSV format [5] [6]. Information can be imported in the database via Excel files. Database is saved and loaded. Mining techniques are applied that is K-means and Naive Bayes. K-means is applied at first. Clustering is done with respect to above parameters considering age as the primary parameter. After the age is clustered, various groups are formed. Naive bayes is applied which gives the conditional probability of the patient who will suffer heart disease in the future with respect to rest of the parameters as declared above.

7. CONCLUSION

The overall objective of our work is to predict accurately with less number of tests and attributes the presence of heart disease. In this paper, fourteen attributes are considered which form the primary basis for tests and give accurate results more or less. Many more input attributes can be taken but our goal is to predict with less number of attributes and faster efficiency to predict the risk of having heart disease at a particular age span. Two data mining classification techniques were applied namely K-means & Naive Bayes. As shown above, it is clear that Naive Bayes has better accuracy in less time than others. This system can be further expanded. Other data mining techniques can also be used for predication e.g. Neural Networks, Time series, Association rules.

FUTURE SCOPE

Our system is could be used as a training tool for Nurses and Doctors who are freshly introduced in the field related to heart diseases. The system also has a feedback from the experienced doctors who can give their views and opinions about certain medicines /practices done by the doctor on the patient. Thus, the patient can have a choice in choosing the medicines he should take in order to have a healthier life. Moreover, if implemented on a large scale it can be used in medical facilities like hospital, clinics where a patient wouldn’t have to wait in long queues for treatment if he is feeling symptoms related to heart disease. This system can further be developed for other diseases also [10]. As we have used MongoDB for our backend database the feature changes can be easily made without affecting our working system [13].
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