Abstract: Autoregressive integrated moving average (ARIMA) or Box-Jenkins Method is a popular linear model for time series forecasting over the decade. Recent research has shown that the use of artificial neural net improves the accuracy of forecasting to large extent. We are proposing the solution in order to extract both Linear and Non-Linear components in data. In this paper, we propose a solution to predict highly accurate results using an aggregation of ARIMA and ANN (Recurrent neural net) to extract Linear and Non-Linear Component of data respectively.
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1. INTRODUCTION

Time series forecasting is a major and one of the most important type of forecasting in which past observations of the same variable are collected and analyzed to develop a model describing the underlying relationship between the future and the past observation. Time series forecasting [1] comprises methods for analyzing time series data in order to extract meaningful statistics and features from the data, which may have correlating. These models are used to predict future values based on previously observed values.

1.1 ARIMA

Over the past few years ARIMA [2] models are, in theory, the most general class of models for forecasting a time series data, which can be made to be “stationary” by differencing. ARIMA model consists of two major parts in general, an autoregressive (AR) part and a moving average (MA) part and (I) stands for Integrated. Here the AR part involves regressing the variable on its own lagged values. The MA part involves modeling the error term as a linear combination of error terms occurring at various times in the past.

1.2 RNNs

RNN stands for Recurrent Neural Net. In our work, we are using bidirectional multilayer feedforward deep neural net with LSTM cell. The basic concept of RNNs is to extract sequential information. In a regular neural network, we assume that all inputs and outputs are not correlated to each other but for the sequential or time-series data that’s a very bad approach, to begin with. If we want to predict the next word in a sentence we better know which words came before it. RNNs is a type of ANN(Artificial Neural Net) which is basically called recurrent because they perform the same task for every element of a sequence, having the output being depended on the previous computations in the process. Another way of understanding about RNNs is that they have a “memory” which captures information or relevant features that have been calculate so far in the computation process.

2. PROPOSED METHODOLOGY

In our solution, we are using ARIMA for forecasting the values and using artificial neural net for improving those forecasted value. The artificial neural net we are using is called a recurrent neural net, which has a long term short memory cell in it so the vanishing and exploding gradient problem can be handle.

In the figure 1 the full methodology has been shown
where the initial input $t_i$ is inserted into the ARIMA which is then converted into the intermediate output $O_i$, and then that intermediate output is feed into the pre-trained model of RNN which improve the forecasted value and generate the final output $O_f$.

2.1 Model Description
Here we are using the cryptocurrency data-set for the time-series forecasting.

First, we are converting the data set into time-series object. Then we need to pad it with the particular time interval (e.g. days, week, months etc.) based on our requirement.

This is one of the most critical steps in machine learning, which fills the missing values, smooths noisy data, identifies or remove outliers, and resolve inconsistencies so that there should not be any unnecessary anomaly in the data.

Our entire model is divided into two different phases on the bases of component extraction. In first phase the linear component will be extracted using ARIMA modeling and in the second phase RNNs will be used in order to extract the Non-Linear component from the data. First phase focuses on forecasting the values and the second phase on improving those forecasted results by the neural net.

**Figure 2:** Two Phase Model Architecture

2.1.1 ARIMA Modeling
This is the first phase of our model where we are using ARIMA for modeling a **stationary time series**. **Stationary time-series is one whose properties do not depend on the time at which the series is observed. In order to achieve a stationary data, we need to do differencing.**

Differencing -help in stabilizing the mean and variance of a time series by removing changes in the level of a time series data, and it eliminates trends, seasonality and cyclical patterns. We are also using Dickey Fuller Test for checking whether the data is stationarity or not. There are various types of differencing methods. In our solution, we are using first order differencing.

2.1.2 RNNs Modeling
In our work, we are using bidirectional multilayer feedforward recurrent neural net with LSTM network.

To understand RNNs we are explaining simple feedforward neural net. The basic formula for the feedforward deep neural net can be shown as,

$$ activation(f((\text{weight } w \ast \text{input } x) + \text{bias } b) = \text{output } y $$

Where $f$ is the activation function that have the mathematical summation of biases $b$ and the product of weighted matrix $w$ and input vector. This basic type of feedforward neural net where the data flows through the function being evaluated from $x$, through the intermediate

**Figure 3:** ACF plot of non-stationary as well as stationary data

In the Figure 3 there are two ACF plots. The left plot is the initial data with trend and seasonality and the right plot is without any of the seasonal and trend components.

In our solution we are using first order differencing for making our data stationary. The mathematical formula for computing first order differencing is given below:

$$ y'_t = y_t - y_{t-1} $$

Here the $y_{t-1}$ is the previous observation so the final list will have $N-1$ values where $N$ is the number of the initial entry.

**Autoregressive Model – AR (p)** refers to the autoregressive model of order $p$. Mathematically the AR (p) model can be written as:

$$ X_t = c + \sum_{i=1}^{p} \varphi_i X_{t-i} + \epsilon_t $$

Where $\varphi_1, \ldots, \varphi_p$ are model’s parameters, $c$ is the equation constant, and $\epsilon_t$ is the white noise.

**Moving-average model – MA (q)** refers to the moving average model of order $q$. Mathematically it can be written as:

$$ X_t = \mu + \epsilon_t + \sum_{i=1}^{q} \theta_i \epsilon_{t-i} $$

Where $\theta_1, \ldots, \theta_q$ are the model’s parameters, $\mu$ is the expectation and $\epsilon_{t}, \epsilon_{t-1}, \ldots$ are the white noise.

After finding the optimal ARIMA($p, d, q$) value we have forecasted the output and stored into a file so that it can further be inserted into the Neural net as an input in second phase.
computations used to define \( f \), and finally to generate the output \( y \). These types of network have no recurrent feedback, which can improve the weighted matrix. When these simple types of simple feedforward neural networks are extended to include feedback connections as an input to the network in order to improve, the weights are called recurrent neural networks (RNN). RNNs use the same computation (determined by the weights, biases, and activation functions) for every element in the input series for several number of times. In mathematical terms, these equations define how an RNN evolves over time by the feedback it gains over time from the output of these neurons.

![Figure 4: Recurrent Neural Net](image)

In our work, we are using gradient descent as an optimization algorithm so that we can iteratively moving in the direction of steepest descent from the entire domain. We use gradient descent to update the parameters of our model. In this, neural net parameters are referred as weights in the network.

Mathematically gradient can be calculated as:

\[
f'(m, b) = \begin{bmatrix} \frac{df}{dm} \\ \frac{df}{db} \end{bmatrix} = \begin{bmatrix} \frac{1}{N} \sum_{i=1}^{N} -2x_i(y_i - (mx_i + b)) \\ \frac{1}{N} \sum_{i=1}^{N} -2(y_i - (mx_i + b)) \end{bmatrix}
\]

Where the cost function can be written as:

\[
f(m, b) = \frac{1}{N} \sum_{i=1}^{N} (y_i - (mx_i + b))^2
\]

During the gradient back-propagation phase, the gradient signal can end up being multiplied by several number of times by the weight of the recurrent hidden layer which is unnecessary, which means that the weights in the transition matrix can have a strong impact on the learning process. In these neural net (RNN), if the weights in this matrix are small (or, more formally, if the leading Eigen value of the weight matrix is smaller than 1.0), it can lead to a situation called vanishing gradients problem where the gradient signal gets so small that learning either becomes very slow or stops working. It will make the task of learning long-term dependencies in the data more difficult, which is our main objective. On the other hand if the weights in this matrix are large (more formally, if the leading Eigen value of the weight matrix is larger than 1.0), in that case it can lead up to a situation where the gradient signal is so large that it can cause learning to diverge and cause problem. This is also called as exploding gradients. To overcome this issue we are using a Long Short Term Memory (LSTM) networks in RNN model. We have used LSTM in our solution to avoid the long-term dependency problem, which is the basic nature of LSTM and it helps in removing the vanishing and exploding gradient problem that exist in recurrent neural network. Remembering information for long periods of time is the very nature of LSTM network.

Mathematically it can be proved that, LSTM networks can remove the exploding and vanishing gradient problem. Let us assume that the hidden state in the neural net is \( h_t \) at time step \( t \). If we remove biases and inputs from the existing equation shown below.

\[
ht = \sigma(wh_{t-1} * x + b_t)
\]

We have,

\[
ht = \sigma(wh_{t-1})
\]

Then we can show that:

\[
\frac{\partial h_t'}{\partial h_t} = \prod_{k=2}^{t} \sigma'(wh_{t-k}')
\]

\[
\frac{\partial h_t'}{\partial h_t} = \sigma'(wh_{t-k}')
\]

In the above equation the \( w_{t'-t} \) is critical one. If in the above weight \( w \) is not equal to 1, it will either decay to zero exponentially fast in \( t'-t \) order, or grow exponentially fast. This is our major problem.

In LSTMs, there is a cell where we have the cell states \( c_t \). The derivative of the cell state is in the form of:

\[
\frac{\partial c_t'}{\partial c_t} = \prod_{k=1}^{t} \sigma(v_{t+k})
\]

![Figure 5: Long Short Term Memory](image)
Here in the above equation the \( v_t \) is the input to the forget gate as shown in above block diagram. There is no exponentially fast decaying factor involved hence in our solution LSTM solves the problem of vanishing gradient and exploding gradient problem.

2.1.3 Model Optimization

In this, we will try to change the value of \( p,d \) and \( q \) in order to get the best forecasting result and then feed that output to the neural net for making better prediction.

We can also change the Activation function to the sigmoidal or tanh and biases with variable learning rate in order to get the best forecasting from the combined model of ARIMA and Recurrent neural net. Optimization can also be achieved by increasing the number of Hidden Layers and the number of epochs while training the Neural net.

**RESULT AND CONCLUSION**

Neural network is one of the vastest subject in the field of research and development. Many data scientists solely focus only on time series forecasting using neural network techniques. In our work, we have forecasted the output by both linear and non-linear model.

<table>
<thead>
<tr>
<th>Table 1: Output of both model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Output Type</strong></td>
</tr>
<tr>
<td>Forecasted Output</td>
</tr>
<tr>
<td>Actual Output</td>
</tr>
</tbody>
</table>

In the above Table 1 as it can be seen, that extracting both linear and non-linear component can leads to high accuracy.

<table>
<thead>
<tr>
<th>Table 2: Measurement of CombineModel Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model Validation</strong></td>
</tr>
<tr>
<td>MSE</td>
</tr>
<tr>
<td>RMSE</td>
</tr>
<tr>
<td>MAE</td>
</tr>
</tbody>
</table>

By the Table 2, it can be seen that the validation score is not that bad and it can be improved to some extent. Therefore, it can be concluded that by using the combined forecasting approach with hyper tuning have much potential. Neural Networks have much more advanced techniques in the field of forecasting. There is a lot of exciting research going on, around neural networks and if we talk about practical implementation then we can say that it can turn out to be the useful model for the forecasting.
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